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ABSTRACT

We present a novel photonic Doppler velocimetry (PDV) design for laser-driven shock-wave experiments. This PDV design is intended to
provide the capability of measuring the free-surface velocity of shocked opaque materials in the terapascal range. We present measurements of
the free-surface velocity of gold for aslong as ~2 ns from the shock breakout, at pressures of up to ~7 Mbar and a free-surface velocity of 7.3 km/s
with an error of ~1.5%. Such laboratory pressure conditions are achieved predominantly at high-intensity laser facilities where the only velocity
diagnostic is usually line-imaging velocity interferometry for any reflector. However, that diagnostic is limited by the lower dynamic range of the
streak camera (at a temporal resolution relevant to laser shock experiments) to measure the free-surface velocity of opaque materials up to
pressures of only ~1 Mbar. We expect the proposed PDV design to allow the free-surface velocity of opaque materials to be measured at much

higher pressures.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://

creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0046884

I. INTRODUCTION

Photonic Doppler velocimetry (PDV) is intended for measuring
the velocities of moving surfaces' and is often used in studying the
equation of state (EOS) of materials in dynamic experiments.” PDV is
usually used in the most common techniques for shockwave ex-
periments, such as those based on gunsw"I and explosives,‘; but it is
seldom used with high-intensity laser experiments that can span the
largest thermodynamic range and up to gigabar pressures.

There are a few approaches for measuring the thermodynamic
conditions of the target in shock-wave experiments. (1) Placing the
target material on top of a standard material.” The standard material is
one that was previously calibrated and its EOS is known relatively well
in the vicinity of the experimental conditions. By measuring the
shock-wave velocity in the standard and target materials, the EOS of
the target material can be extracted by using the impedance-mismatch
technique and the reflected shock approximation (RSA). (2) Without
using a reference material.” In this case, it is necessary to measure both
the shock and particle velocities in the target material. Because
measuring the particle velocity is a difficult task, a common technique

is to measure the free-surface velocity and use the RSA method to
extract the particle velocity. In that case, it is customary to use the
approximation ug, = 2u,, i.e., that the free-surface velocity is twice the
particle velocity.

Although it has been found in many experiments that the ap-
proximation ug = 2u, holds (within 1%) for many materials up to ~1
Mbar (i.e., u, < u,, where u; is the shock velocity),” data are scarce
regarding the maximum pressure at which this approximation still
holds for different materials. In general, we have®

Ugs = tp + U, (1)
where u, is the rarefaction wave velocity defined as
V(P=0) 1 gp.\ V2
Uy = J _EES) &)
view) \ AV

where Py is the shock pressure, V'is the specific volume, and Pg is the
pressure along the release isentrope from the shock pressure to zero
pressure.
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As indicated by Egs. (1) and (2), the combined measurement of
ug, and u, holds important information about the EOS of materials at
elevated pressures.

In laser-induced shock experiments, the measurement time scale
is of the order of several nanoseconds, during which the optical
reflectivity of the sample can change by several orders of magnitude.
Usually in laser-shocked opaque materials, there is a large decrease in
the free-surface reflectivity during the shock breakout. The most
common velocimetry system for laser shock experiments to date is the
Line-imaging Velocity Interferometer for any Reflector (Line-
VISAR).”” However, as a detector, the Line-VISAR technique uses a
streak camera with a relatively small dynamic range, usually 10-100.
Therefore, the free-surface velocity of opaque materials can typically
be measured up to shock pressures of only ~1 Mbar.” By contrast,
PDV can use an ultrafast photodiode as a detector and so can have a
dynamic range larger than 10000." This provides PDV with an
advantage in measuring the free-surface velocity of opaque materials
in laser shock experiments.

Each of the experimental methods presented above has ad-
vantages and disadvantages. Herein, we focus on developing a spe-
cialized PDV for measuring the free-surface velocity of opaque
materials in the pressure range of several megabars in laser-induced
shock-wave experiments.

1l. STANDARD PHOTONIC DOPPLER VELOCIMETRY

PDV is based on interference between two channels: (i) a ref-
erence channel with a fixed frequency v, (w, = 27v,), and (ii) a target
channel that has a known initial frequency v, (w; = 27vy) and
undergoes a Doppler shift to v,(f) [w,() = 2mv,(¢)] when it is reflected
from a moving surface, i.e., the target. By measuring the frequency
change Av(t) = |v; — vi(t)] in the target channel, the target’s velocity
can be calculated. Because measuring the Doppler shift of the target
channel through a direct measurement of the laser frequency is out of
the reach of current detectors, the interference between the reference
and target channels is used to create a beating pattern that can be

Laser
Reference Signal
—
| Sample
!
Coupler
Detector

FIG. 1. Basic schematic of photonic Doppler velocimetry (PDV).
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detected by a fast detector and a high-sampling-rate oscilloscope. The
intensity of the two-channel interference is

I [E; cos (w; (£)t) + E, cos (w,t + ¢)]2, (3)

where E is the electric field amplitude and ¢ is the phase between the
channels. If we define the optical power measured for each channel as
a,and a,, then it can be shown that the total measured optical power is

P =a, +a; + 2~/a,a; cos (2n8 (1)t + ¢), (4)

where the measured beat frequency 0(f) = v/(t) — v, is the absolute
value of the frequency difference between the two channels. From the
beat frequency, the frequency Doppler shift can be extracted as

Av; = o —v, =4l (5)

It is therefore enough to know either v, and v, or |v, — vy
to extract Av,. A standard PDV with no frequency shift is one in which
v, — v, = 0. The target’s apparent velocity can be calculated from the
calculated Doppler shift using''
v="nv. ©)
A basic PDV system includes a laser (usually 1550 nm), a circulator, a
coupler, and a detector, as can be seen in the schematic design in Fig. 1.
PDV has several advantages over Line-VISAR, making it at the
least an important complementary diagnostic to Line-VISAR. (1)
When dealing with temporal resolutions better than 100 ps, PDV
potentially has a larger dynamic range than that of existing Line-
VISAR. (2) PDV can measure several velocities simultaneously,
whereas Line-VISAR cannot. (3) The light interference in PDV is
between a reference signal and one that is reflected from the target.
While the intensity of the reflected signal is subject to changes in the
target’s reflectivity, the reference signal is not. Consequently, whereas
in Line-VISAR the interference is between two beams reflected from
the target, in PDV the reference signal amplifies the interference.
Therefore, when comparing systems with similar dynamic ranges, the
PDV system can accommodate weaker reflected signals. Note also
that because the beating amplitude is proportional to /a; [see
Eq. (4)], the detector can operate in a dynamic range much larger than
that allowed by the oscilloscope. (4) Although for short sweep times
(1-10 ns) Line-VISAR can provide temporal resolutions of a few
picoseconds, the time resolution decreases if the sweep time is in-
creased. In contrast, using a PDV system, very long times (of few
microseconds) can be measured with the same time resolution,
depending on the oscilloscope parameters.

I1l. PDV IMPROVEMENTS FOR SHORT-TIME
MEASUREMENTS

A. Increased reference-to-signal intensity ratio

In interferometry, the power ratio of the two signals is usually
chosen to maximize the fringe visibility:

Pmax - Pmin _ 2 \/arat

Vis = = .
Pmax+Pmin a, +az

7)

The fringe visibility has a value between zero and unity, where the
maximum visibility is achieved when the two waves have equal power,
i.e, a, = a5, and the minimum visibility is achieved when one of the
waves has zero power. However, in an experiment, the signal optical
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power reflected from the target usually drops drastically in a very
short time period, i.e., the non-oscillating part of the interference
signal (i.e., a, + a,) will decrease drastically as well. In that case, the
beating signal might be clipped on the oscilloscope unless a non-
optimal scale is chosen on the oscilloscope to prevent such clipping.
However, such a non-optimal scale on the oscilloscope will decrease
the signal-to-noise ratio and reduce the data quality.

To avoid the aforementioned issues, we chose to increase the
reference-channel intensity to its maximum value, which was limited by
the detector’s parameters. We also decreased the contribution of the
target channel by splitting 85% of the reflected intensity from the target
to be measured by another detector. This measurement is proportional
to the target’s reflectivity and will be further discussed later. The
remaining 15% was interfered with the reference channel with a
reference-to-target ratio of close to 100:1. With such a ratio, even a
decrease of an order of magnitude in the reflected light intensity will not
decrease the non-oscillating level by much. Meanwhile, increasing the
reference intensity keeps the beating amplitude high enough above the
noise level. For example, if the reference channel hasa 500-mV level and
the target channel hasa 5-mV level, then the non-oscillating level will be
505 mV and the beating amplitude will be 200 mV (peak to peak). If the
noise level is ~10 mV, then the reflected signal must be reduced by a
factor of 25 for the beating amplitude to reach the noise level, while at
the same time the non-oscillating level will change by less than 5 mV,
and thus an optimal scale can be chosen for the oscilloscope such that
the initial 200-mV beats cover the entire screen.

B. Reflectivity measurements

The signal reflected from the target was split to have 85% di-
rected to a detector for measuring the reflectivity of the target (see
Fig. 3). The reflectivity of the target is an important parameter by itself
and can be related to the charge transport properties of the sample.
However, it can also be used to help normalize the beating intensity
and improve the frequency analysis by evaluating the following
equation derived from Eq. (4):

(P(t)—ar—a; (1))

Naa® ®)

Because a,(t) is measured and a, can be extracted from the data, P(t)
can be recalculated to avoid the change in intensity by substituting
¢(t) from Eq. (8) back into Eq. (4) while using the measured initial
constant value of a, instead of the measured time-dependent value.
Another option is to perform the Fourier transform of ¢(¢) directly for
analyzing the data. This latter option has an additional advantage of
already not including the non-oscillating contributions. Hereinafter,
for convenience, we refer to ¢(t) as the normalized PDV signal. Note
that to calculate ¢(¢) properly, the splitting ratio of the signal from the
target reaching each detector (beating and intensity) should be taken
into account. Other factors that require further adjustments include
any difference in signal losses between the splitter and the detectors,
the polarization (see Sec. IV), differences in detector sensitivity,
detector biases, and the frequency response of the beating detector,
because the intensity of the oscillating contribution can be affected by
the change in beats frequency.

Figure 2 shows a simulated PDV signal (black) with a, =0.14 V,
a,0) =0.014 V, a starting beats frequency of —10 GHz (the minus sign

¢ (t) = cos (218 (t)t + ¢) =
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is set for a shorter reference laser wavelength compared to the target
one), and a sudden jump to 3 GHz at t = 1.5 ns (simulating sudden
movement of the target toward the diagnostic probe), with a gradual
linear decrease of the frequency and an exponential decrease of the
target reflectivity resulting in a decrease of one order of magnitude in
intensity within ~0.7 ns. Gaussian noise of 10% of the beats amplitude
has been added to the signal. The simulated intensity data are shown
in Fig. 2(b), along with the smoothed intensity, which is used to
normalize the signal [shown in Fig. 2(a) in blue]. Figure 2(c) shows the
results of the short-time Fourier transform (STFT) of the raw sim-
ulated data, depicting the intensity contribution of each frequency as a
function of time (spectrogram). The STFT was performed using 1500
bins, a Hann window of 80 data points (1 ns), and a single data point
between the start times of consecutive windows. The red line in
Fig. 2(c) shows the frequency with the maximum intensity contri-
bution for each t within a region of interest (ROI) that excludes f= 0
and is called the frequency (velocity) profile. Figure 2(d) similarly
shows the spectrogram and frequency profile for the normalized PDV
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FIG. 2. (a) Simulated raw PDV signal with Gaussian noise of 10% of the beats
amplitude (black), and normalized PDV signal (blue). The signal represents a
starting frequency of —10 GHz with a sudden change to 3 GHz at 1.5 ns, followed by
a slow decrease in frequency and an exponential decrease in target signal intensity.
(b) Simulated intensity data with Gaussian noise (magenta), and smoothed intensity
data (dark yellow). (c) Short-time Fourier transform (STFT) of simulated signal loses
most of the intensity by 2.5 ns (within ~1 ns of the change), and the frequency profile
obtained from finding the maximum intensity at each time-point fluctuates. (d) STFT
of normalized signal shows that most of the intensity is kept up to 3.5 ns (an
additional 1 ns compared to the raw signal) and that the obtained frequency profile
does not fluctuate significantly.

Matter Radiat. Extremes 6, 046902 (2021); doi: 10.1063/5.0046884
©Author(s) 2021

6, 046902-3


https://doi.org/10.1063/5.0046884
https://scitation.org/journal/mre

Matter and
Radiation at Extremes

signal. It is clear from comparing Figs. 2(c) and 2(d) that normali-
zation provides two benefits in this case: (i) the signal is visible for ~1
ns longer (up to 3.5 ns, compared to ~2.5 ns) and (ii) the obtained
frequency profile fluctuates much less.

IV. EXPERIMENTAL SETUP
A. Improved PDV setup

The PDV comprised the following components as shown in
Fig. 3. The lasers used had a DC power of up to 1 W at 1550.12 nm
with a tunability of approximately +500 pm and a linewidth of less
than 15 kHz. On the target channel, a fast optical switch was used to
avoid heating the sample prior to the experiment, and a narrowband
filter was placed to block unwanted light returning from the sample.

Usually in PDV systems, the optical path of the light along the
reference and target channels is not polarization maintaining,
therefore the measured beating intensity is very sensitive to any
bending in the optical fibers or changes in the reflected light from the
target that may change the light polarization.

In the present experiments, it was found that adding a fiber po-
larization controller at the end of each of the reference and target
channels, as can be seen in Fig. 3, could reduce the polarization sen-
sitivity dramatically. To obtain the maximum possible beating ampli-
tude, we adopted the following procedure: (i) adjust the fiber
polarization controller on the reference channel to obtain the maximum
non-oscillating signal level; this step is necessary because in general the
polarization can be elliptical; (ii) adjust the fiber polarization controller
on the target channel to obtain the maximum beating amplitude.

B. Targets, drive laser, and detectors

The improvements presented above were tested in a series of
laser-shock experiments, and typical results will be presented. The
targets used for the experiment were commercial Au foils of thickness
10, 15, 20, 30, and 40 ym. The surface roughness of the 15-ym foil was
measured tobe Ra=0.175 ym and Rz = 2.7 ym, and it was noticed that
in general the thicker the foil, the better the surface roughness.

The experiments were conducted at the National Laser Facility
(NLF) in Soreq, using one of its main beams as the drive laser. The drive
laser was a frequency-tripled Nd:glass laser that produced 351-nm light.

Target channel

RESEARCH ARTICLE scitation.org/journal/mre

Au target

FIG. 4. Target alignment setup.

One of two lens arrays was selected to form a laser focal spot with a flat-
top diameter of either 400 or 600 ym. However, the beam was incident
at 45° to the target’s surface, as can be seen in Fig. 4, resulting in a larger
and elliptical effective spot size. The pulse temporal shape was a super-
Gaussian nearing a top hat with a pulse duration of 1-3 ns. The PDV
probe was an OZ Optics LPF-04-1550-9/125-S-5-112-18AS-60-3A-1-
0.6 Pigtail Style Focuser with a single-mode fiber, an 8-mm collimator,
and a 112-mm working distance, producing a focal spot of 70 ym in
diameter. The probe was aligned nearly vertically to the target surface,
as can be seen in Fig. 4.

We used a Thorlabs PDA8GS detector for the PDV signal, with a
sensitivity of —20 dBm and a maximum peak power of 20 mW
(dynamic range up to 2000:1). This detector can nominally be used up
to 9 GHz, but beats of up to ~15 GHz can be observed with it, albeit
with a significant decrease of intensity starting above ~8 GHz. The
intensity was measured using a Newport AD-40APDir detector with a
sensitivity of —27 dBm and a maximum average power of 5 mW
(dynamic range of at least 2500:1). The oscilloscope used in this
experiment had a bandwidth of 33 GHz, and so our bandwidth was
limited by the PDV detector.

V. RESULTS

Figure 5(a) shows the PDV signal collected from shot EOS3-S09
(160 7J, 1 ns, 650 ym spot diameter) on a 40-ym Au foil (black) with
a,~0.24V,a,0)=0.004 V, and a starting beats frequency of 1.16(1)
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FIG. 3. Schematic of PDV.
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Appendix for a comparison when using a 4-ns window), one data
point between the start of consecutive windows, and 1500 bins] of the
raw PDV signal is shown in Fig. 5(c), and the STFT of the normalized
PDV signal is shown in Fig. 5(d), with the red line in each panel
showing the obtained frequency profile by finding the maximum
value within an ROL. It is clear that following normalization, as in the
case of the simulated data, the intensity in the spectrogram can be seen
well for ~1 ns longer, and that the obtained frequency fluctuates
significantly less.

The maximum frequency observed, at ~200 ps after the start of
motion, is f = 6.9(1) GHz, and when taking into account the initial
beats frequency of fy = 1.16(5) GHz and the laser wavelength
A = 1550.12 nm, we obtain using Eq. (6) a free-surface velocity of
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FIG. 5. Shot EOS3-S09. (a) Raw PDV signal collected from a 40-um Au foil (black),
and normalized PDV signal (blue, shifted). The reference channel was set to start
with beats of 1.16 GHz. (b) Measured intensity data (magenta) and smoothed
intensity data (dark yellow). Note that a different detector was used for the intensity
measurement and hence the difference in voltage scales (c) STFTof raw PDV signal
(using a Hann window of 1 ns and 1500 bins) loses almost all of the intensity by 1 ns,
and the frequency profile (red) obtained from finding the maximum intensity at each
time-point fluctuates. Dark red represents values above the set upper limit. (d) STFT
of normalized signal shows that enough intensity is kept up to ~2 ns (an additional
1 ns compared to the raw signal) and that the obtained frequency profile does not
fluctuate significantly. Note that the beats of the initial frequency of 1.16 GHz are
spaced apart atintervals very close to the 1 ns of the FFT window, resulting in slightly
different contributing frequencies at different window positions, which leads to
fluctuations in the frequency with the most significant contribution, even following
normalization. The reported initial frequency value was obtained using a fit to a
duration of several nanoseconds. It is possible to use a wavelet transform instead of
an STFT to prevent fluctuations in low-frequency contributions.

GHz. An oscilloscope with a sampling rate of 128 GSa/s was used. We
mark t, = 0 as the point when a change in frequency is observed,
coinciding with the start of a very slight and gradual increase in
measured intensity [Fig. 5(b), magenta], followed by a strong, nearly
exponential, decrease in intensity [Fig. 5(b)]. This #, is defined as the
start of motion of the free surface. The smoothed intensity [Fig. 5(b),
dark yellow] is used to obtain ¢(t) according to Eq. (8) and is shown in
Fig. 5(a) (blue). The normalization in the experimental examples
given here is not perfect because we correct for the change in
reflectivity but not for changes in the detector response to the fre-
quency change, nor to possible changes in polarization, and possibly
other effects. The STFT [using a Hann window of 1 ns (see the
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FIG. 6. Shot EOS3-S15. (a) Raw PDV signal collected from a 20-um Au foil (black),
and normalized PDV signal (blue, shifted). The reference channel was set to start
with beats of —1.02 GHz. (b) Measured intensity data (magenta) and smoothed
intensity data (dark yellow). Note that a different detector was used for the intensity
measurement and hence the difference in voltage scales (c) STFT of raw PDV signal
(Hann window of 1 ns, with 1500 bins) loses almost all of the intensity by ~0.55 ns,
and the frequency profile (red) obtained from finding the maximum intensity at each
time-point fluctuates. Dark red represents values above the set upper limit. (d) STFT
of normalized signal has better intensity up to ~0.75 ns (an additional 0.2 ns
compared to the raw data), and the signal fluctuates significantly less. Note that the
beats of the initial frequency of 1.02 GHz are spaced apart at intervals very close to
the 1 ns of the FFT window, resulting in slightly different contributing frequencies at
different window positions, which leads to fluctuations in the frequency with the most
significant contribution, even following normalization. Without normalization, we
observe a frequency above 2 GHz, which is an artifact of the FFT window [other
frequencies can also be seen in panel (c)].
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ug = 4.5(1) km/s. The velocity decreases slowly, reaching 4.2(1) km/s
at ~1.5 ns after the movement begins.

The error estimate for the maximum observed frequency is based
on the change we observe in the maximum frequency when
choosing a different window size in the STFT. According to the
uncertainty principle, we have’

1
Af 1> o &)
which forawindow of 1 nsresultsin A f ~ 0.08 GHz (Av ~ 62 m/s). This
uncertainty represents the limit of the ability to distinguish between two
or more concurrent frequencies contributing to the total signal. As
determined by Dolan,” the lower limit for the uncertainty of a single
frequency is ~10 m/s for a 1-ns window and a —40-dBm light return level.
The larger uncertainty obtained in this experiment is due to either a
distribution of velocities or the fact that the velocity changes over time,
even within the 1-ns window, effectively creating a frequency distribution
within the window. In general, the error estimate of the initial beats
frequency is much smaller because it is possible to fit the data to a sine
wave or perform a fast Fourier transform (FFT) with a longer window
and obtain a more precise value. We therefore conclude that the actual
error of the free-surface velocity is in the range of 10-100 m/s; a more
detailed error analysis (such as that presented by Dolan'') might narrow
this range. Note that it is possible that the value obtained through the
STFT is indeed the maximum velocity, but there is also the possibility that
the actual maximum velocity occurs at an earlier time and that because of
the 1-ns window, we observe a lower velocity in the first 200 ps.

Using the maximum free-surface velocity ug = 4.5(1) km/s and
assuming ug, = 2u,, the shock velocity u, = 6.62(18) km/s and pressure
P =2.85(12) Mbar were calculated according to the equation of state
reported by Yokoo et al.:'"*

us = 2.995 + 1.653 (56)u, — 0.013 (19)us, (10)

and using an initial density of Au of py = 19.3 g/cm’. Figure 6(2) shows
the PDV signal collected from shot EOS3-S15 (83 ], 1 ns, 400 yum) ona
20-um Au foil (black) with a, = 0.4 V, a,(0) = 0.004 V, and a starting
beats frequency of —1.02(1) GHz (the minus sign is set for a shorter
reference wavelength). We mark the start of motion as t, = 0, where a
change of frequency is observed, along with an increase in intensity
[Fig. 6(b)], followed by a nearly exponential decrease in intensity, with
almost no intensity left at ~0.55 ns after the start of motion begins.
The STFTs of the raw PDV signal and the normalized PDV signal are
shown in Figs. 6(c) and 6(d), respectively, along with the frequency
profiles (red lines). For this case of a higher frequency after the shock
breakout, compared to EOS3-S09, the effect of normalization is not as
significant, possibly because of having a larger number of complete
cycles within the 1-ns STFT window, which then requires less in-
tensity for a reasonable result.

The maximum frequency observed, immediately following the
start of motion, is 8.3(1) GHz, resulting in uz, = 7.3(1) km/s. Using the
maximum free-surface velocity ug = 7.3(1) km/s, the shock velocity
u; = 8.9(3) km/s and pressure P = 6.2(3) Mbar were calculated
according to the equation of state reported by Yokoo et al.'

VI. CONCLUSION

As presented herein, the improvements to standard PDV allow
the free-surface velocity of opaque materials to be measured in the

RESEARCH ARTICLE scitation.org/journal/mre

terapascal pressure range. This paper presents results of the free-
surface velocity of Au up to a shock pressure of ~7 Mbar with an error
of less than 1.5% in u; = 7.3 km/s. Note also that in all our mea-
surements, we observed a single velocity at short times (a few
nanoseconds) after shock breakout, while at long times (a few
hundred nanoseconds) after shock breakout we observed a cloud of
debris with a velocity spread centered at the free-surface velocity.
Although discussing the debris cloud is beyond the scope of this
paper, we see it as an indication that the free surface did not break for
the measurement times discussed herein.

Because the main diagnostic in current laser shock experiments
is Line-VISAR, which is limited to measuring the free-surface velocity
of opaque materials up to ~1 Mbar, this makes PDV a valuable
complementary diagnostic in such experiments along with several
other advantages over Line-VISAR. We expect the free-surface ve-
locity measurements with PDV to be extended to much higher
pressures, mainly by adjusting the beating frequency to higher fre-
quency to allow for more beatings in the short measurement time. We
also predict that the measurement error could be reduced by applying
an analysis more suitable to short alternating signals, such as the
wavelet transform instead of the STFT.
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FIG. 7. STFTof EOS3-S09 using a sliding window of 512 data points (4 ns) following
(a) normalization by a smoothed intensity measurement, (b) normalization by the
raw intensity measurement, and (c) no normalization. White represents values
above the set maximum value. Red lines are the maximum contribution to the
frequency at each time and represent the frequency profile.
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FIG. 8. STFT of EOS3-S15 using a sliding window of 512 data points (4 ns) following
(a) normalization by a smoothed intensity measurement, (b) no normalization, and (c)
removal of the DC component. White represents values above the set maximum value.
Red lines are the maximum contribution to the frequency at each time and represent
the frequency profile.

APPENDIX: NOTES ON FFT ANALYSIS

We provide here figures comparing various analysis conditions
using a large window of 512 data points (4 ns) for shot EOS3-S09
(Fig. 7). Note that the smoothing we use is only for the intensity
measurement and not the PDV measurement, with the purpose of not
introducing additional noise, and it has very little effect on the ob-
tained spectrogram and the frequency profile [compare Figs. 7(a) and
7(b)]. Using a 4-ns window, compared to the 1-ns window in the main
text, allows us to observe the velocity at longer times even without
using the intensity data for normalization. However, this does not
allow us to properly observe changes over time. Note further that
when using a 4-ns window, for the normalized data we observe a
velocity even up to 4 ns, but upon further inspection of the spec-
trogram we can see that above 2 ns there are actually two branches of
frequencies (in addition to a remnant of the original frequency before
the shock breakout, which is due to an internal reflection), meaning
that this is probably an artifact of the Fourier analysis and that even if
there is any signal there, it is too weak to obtain a reliable value.
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FIG. 9. Frequency profile obtained for EOS3-S15 using a sliding window of 512 data
paints (4 ns) following normalization (black) compared to following removal of the DC
signal (blue).

We provide another example here for EOS3-S15 (Fig. 8), where
we observe that without normalization there are significant artifacts
emanating from the DC component [the non-interfering components
in Eq. (3); see Fig. 8(b)], and that by removing the DC component the
spectrogram is quite similar to the one obtained following normal-
ization [Fig. 8(c)]. However, note that the frequency profile without
normalization does exhibit differences; namely, it appears constant,
whereas following normalization we observe a decrease in frequency
with time. This difference can be seen more clearly in Fig. 9. This is
most likely due to having a larger amplitude immediately following
the breakout. Therefore, when using a large FFT window and having a
much smaller amplitude at later times, this strong contribution at
earlier times still has a large effect.
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